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Abstract—In this paper, using stochastic geometry, we inves- frequency bands, thus leading to an improvement in spectral
tigate the average energy efficiency (AEE) of the user terminal efficiency [4]. The use of such bands for small cell can

(UT) in the uplink of a two-tier heterogeneous network (HetNet), - 5154 |ead to a significant increase in capacity, since they can
where the two tiers are operated on separate carrier frequencies.

In such a deployment, a typical UT must periodically perform offer larger bandwidths. He_nce, small cglls can_prowde r_ugh
inter-frequency small cell discovery (ISCD) process in order to data rate to hot spots while also offering traffic offloading
discover small cells in its neighborhood and benefit from the opportunity, which can be boosted by incorporating range
high data rate and traffic offloading opportunity that small cells expansion bias [5], [6].

present. We assume that the base stations (BSs) of each t_ier and In the deployments where different frequency bands are sep-
UTs are randomly located and we derive the average ergodic rate

and UT power consumption, which are later used for our AEE arately allocated to the small cell and macro cell layers, user
evaluation. The AEE incorporates the percentage of time a typical terminals (UTs) connected to the macro cell must periodically
UT missed small cell offloading opportunity as a result of the scan for suitable small cells in their neighborhood in order
periodicity of the ISCD process. In addition to this, the additional to benefit from the high data rate and the traffic offloading

power consumed by the UT due to the ISCD measurement is also : : ; S cinnif
included. Moreover, we derive the optimal ISCD periodicity based opportunity which such offers. This can result in significant

on the UT’s average energy consumption (AEC) and AEE. Our €Nergy cor_wsumption to the UT. T_he power limited nature of the
results reveal that ISCD periodicity must be selected with the UTs is major challenge in enabling truly broadband networks,
objective of either minimizing UT’s AEC or maximizing UT's  hence; energy efficient discovery of small cells has been
AEE. identified by3GPP as an important technical issue in carrier-
Index Terms—Heterogeneous cellular network, stochastic ge- frequency separated deployments [9]. Various inter-frequency
ometry, fractional power control, small cell discovery, energy small cell discovery (ISCD) mechanisms have been studied
efficiency. in literature. Some of the proposed solutions for enhancing
ISCD include: UT speed based measurement triggering [10],
I. INTRODUCTION [11], relaxed inter-frequency measurement gap [12], proximity
To meet the exponentia”y growing Capacity demandsl t[li@SEd ISCD [11], small cell Signal based control measurement
future of cellular networks is marked by heterogeneous dddd small cell discovery signal in macro layer [3], [13]. A
ployments consisting of legacy macro cells with overlaid giommon feature in all the ISCD mechanisms is the periodic
underlaid small cells [1]-{7]. Small cell enhancement coultter-frequency scanning and measurement by the UT, which
either be a scenario where different frequency bands are segsults in significant UT energy consumption.
arately allocated to the small cell and macro cell layers or co-For a given small cell deployment density and UT speed,
channel deployment scenario, where the small cell and maé9¥ ISCD periodicity (i.e. high scanning frequency) can result
cell layers share the same carrier [2]-[4], [8]. It is expectdd increased small cell offloading opportunity, thus enhancing
that in the future, small cells will operate on dedicated highé€ capacity and coverage. However, this can also lead to
frequency bands, such &s5,5 and beyonds GHz bands, higher UT power consumption due to the high scanning fre-
where new licensed spectrum is expected to be available [@yiency. Meanwhile, the UT’s transmit power can be reduced
[4]’ [8] Since small cells have smaller coverage footprint, th@S aresult of Offloading to the small cells where lower transmit
do not suffer from the high propagation loss which such bam@wer is required due to smaller cell radii. On the other
causes to macro cells. Furthermore, cross-tier interferencé'@d, high ISCD periodicity (i.e. low scanning frequency)
avoided by operating the small cells on the dedicated higtedn lead to the UT missing small cell offloading opportunity,
thus resulting in a potential decrease in capacity. Most prior
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within the LTE-A deployment. It has also been shown in [11] fixed UT speed and small cell density. Subsequently, by
that this approach can provide a savings of u@4&% in UT  using the approximated function, we derive the average energy
battery power consumption. Only recently, [15] considered Udonsumption (AEC) and AEE optimal ISCD periodicities, for
transmit power reduction as a result of offloading to the small fixed UT speed and small density. Numerical results are
cell in their evaluation. However, the energy efficiency of thipresented in Section VII. Results show that significant savings
scheme is yet to be investigated. Using stochastic geometnythe UT's AEC can be achieved by utilizing the optimal
an analytical framework was proposed in [16] to analyze th8CD periodicity. Furthermore, ISCD periodicity should be set
trade-off between traffic offloading from the macro cells anblased on the target objective, which could be towards either
the energy consumption of cognitive small cell access poinSEC minimization or AEE maximization. Finally, conclusions

In this paper, we investigate the average energy efficienage drawn in Section VIII. A preliminary version of this work
(AEE) of a typical UT in the uplink of HetNet, where thehas been reported in [28]. Herein, we have considered the
small cells are deployed on carrier frequency other than thaterference limited deployment with a cell range extension
of the serving macro cell and an ISCD scheme is utilized tyas scheme and UT power control.
the UT. The AEE of a communication system is the average
amount of bits that can be delivered per joule consumed
to do so, i.e. the ratio of the average ergodic rate to the ) o
total power consumed [17], [18]. The ergodic rate and the We consider a H'etNe't deployment which is made ug Of.
power consumed by a typical UT depend on its associatidiers of BSs._The first tier represents macro cell Iaye_r while
which could be with either a macro cell or small cell. Hencé€ second tier represents small cell layer. We consider that
the AEE of a typical UT in a HetNet must be obtained bfacr_r tr_er op_e_rates on ad_rffgrent carrier frequency and that each
taking the following into consideration: its average powef€r IS identified by its biasing factor, pathloss exponent and,
consumption in the macro cell and small cell layers; its averall‘%% BSs transmit power and spatial density. The positions of
achievable rate in the macro cell or small cell layers; tHeSS In th?jth tier are modeled according to a homogeneous
percentage of time it missed small cell offloading opportunifyPP®; with density\;. Furthermore, a fully loaded network
as a result of the ISCD periodicity and; the additional powdyith one active uplink user per channel is assumed with the
it consumes due to ISCD measurement. We model the 89S locations approximated by a homogeneous RFP
locations as random and drawn from spatial stochastic proceih density A®, which is independent of®;} (j—1 2. It
such as homogeneous Poison point process (PPP). In acttidl!S0 assumed that the density of the UTs is high enough
deployment, small cells are usually unplanned:; hence, theych that each BS in the network have a least one UT
are well modeled by the spatial random process [19]-[2 erved per Channel._ We consider that trre received 5|gna_ls in
On the other hand, modeling macro cell BSs as PPP providé j*" tier are subject to pathloss, which we model using
lower bounds to the average rate and coverage probability!B¢ Pathloss exponent;. The random channel variation is
real deployment [23]. Repulsive point process such aMat modeled as Raylergh fading with unit mean. .We con'src.ier that
hard core point process (HCPP), which reflect the minimu@f orthogonal muItrp.Ie access scheme is utilized within each
separation distance between BSs, provides a more reali§6d, such that th_ere s no mtra-cell_ interference. Furthermore,
model but at the expense analytical tractability [24], [25]. ©ach of the BSs in th¢" tier transmit the same power, i.E;,

In Section II, we first present the HetNet system modéﬁ/hrle the noise power is _assumed todre Irr order to evaluate
which incorporates a range extension bias scheme to boost ¢ average UT transmit power, ergodic rate and AEE, we
small cell offloading potential. Next, we present the probabilitgnift all point process such that a typical UT lies at the origin.
of UT’s association to a tier and the probability densit egardless of_thls shift, the homogeneous PPP distribution of
function (PDF) of the statistical distance between a typicHl® BSS remains preserved. _

UT and it serving BS, which later serves as a basis for our UT Association: Given thatk € {1,2} denotes the index
derivations. In Section Ill, we present the ISCD process afd the tier with which a typical user is associated g5 |

its implication in terms of the percentage of time a typical UiS the distance between the typical UT, i.e., the origin and
missed small cell offloading opportunity. In Section IV, wdS @ € . Also the distance between the typical UT and
derive the average UT power consumption and ergodic rate & nearest BS in thg/" tier is denoted byD;. We consider
tier, which are later used in Section V to evaluate its AEE. wat the UT is associated with a cell based on the maximum
derive both the ideal and the realistic AEE of the typical UPiased-received-power (BRP), i.e., the UT associates with the
in the uplink of the carrier frequency separated HetNet. THrongest BS in terms of the long-term averaged BRP [22].
ideal AEE is based on an ideal UT association, where the UT€ BRPs to the typical UT from the nearest BS in e
associates with the BS (small or macro cell) with the maximuH@r can be expressed as

biased received power [6], [22], [26], [27]. On the other D\ "%

hand, the realistic AEE is based on a realistic UT association, P.;=P;Lg <dj> Bj, (1)
where UT association with the small cell is also dependent 0

on the periodicity of the ISCD [11], [12], [15]. In Section VI,where L, denotes the pathloss at a reference distalycand

we first utilize a polynomial fitting method to approximates; is the biasing factor, which is the same for all the BS in the
the percentage of time the typical UT missed small cejf” tier. The biasing factor3;, can be used to adjust the tier's
offloading opportunity as a function of ISCD periodicity, forselection of UTs to allow for effective load balancing. Note

Il. SYSTEM MODEL



that {3;};=1,2 = 1 denotes the conventional cell association]l. | NTER-FREQUENCY SMALL CELL DISCOVERY (ISCD)
where the UT connects to the BS that offers the highestp yT connected to the macro cell periodically scans its

average received power to the UT. _ _neighbourhood to discover surrounding small cells. It also
Distribution of the Distance between UT and Serving BS: e forms inter-frequency measurements to ensure that it can
has been shown in [22, Lemma 3] that the probability dens'génnect to another network when it finds a small cell with

function (PDF),fx, (z), of the distanceX), between a typical 4 higher BRP. The energy consumed for one inter-frequency
UT and its serving BS in th&!" tier based on the maximum small cell search can be expressed as

BRP can be expressed as
Et = Pme, (7)
- 27T>\k

2 ~ ~\ 2/ ~
fxi () = AL T €xp *”Z Aj (Pjﬂj) w?ea b (2)  where T,, is the duration of the measurement afitj, is
j=1 the power consumed by the UT for the measurement. For
where Ay, which is defined subsequently in (3), is the idealy given deployment density);, having a high scanning
istic probability of the typical UT associating to thé" tier.  frequency results in a faster discovery of small cells and
~ Idealistic Probability of UT Association to a Tiertn the  hence, increased small cell offloading opportunity, which leads
ideal settings, the UT associates with BSs based on fgincrease in system level capacity. However, high scanning
maximum BRP. In case of UT mobility, handover signalingate implies an increase in UT’s power consumption. On the
overhead and other mobility related overheads are not CQfjner hand, reducing the scanning frequency results in the UT
sidered. Furthermore, all handover associated time, SUChn‘ﬂ%sing small cell offloading opportunity, thus, leading to a
hgndover preparation time, handovgr execution time, time {@crease in system level capacity. Also, the typical UT can
trigger and the ISCD measurement time, are all equal to zeggyificantly reduce its transmit power when connected to the
Hence, in an |dea_ll two-t|e_r HetN_et, the idealistic probablhtgma" cells. Consequently, there exists a scanning frequency,
that a typical UT is associated with a BS of the" tier can  y« that achieves optimal performance in terms of average
be expressed according to [22, Lemma 1] as UT energy consumption. If the scanning frequency is less
o0 2 N2/ o~ than V*, the small cells are not discovered on time, hence
Ay = 27r>\k/ rexp{ —m» A (Pjﬂj) r?/% 5 dr, (3) excessive UT energy consumption as the UT spends more
0 J=1 time in macro cell coverage. On the other hand, excessive
where ]3j = %,Ej = %,aj = % It follows that in energy will be consumed in the search process if the scanning
an ideal UT association, the probability that a typical UTrequency exceed ™. The impact of the ISCD frequency;,
associates with a tier is dependent on the BSs transmit pow@rs)SCD periodicity,V = X, can be modelled in terms of
{P;}j=1,2, densities{\;};=1, and bias factor§s;};=1 .. the percentage of time the UT missed small cell offloading
Moreover, A;, can be interpreted as the average fraction opportunity, X', as explained in the following.
time that a typical UT is connected to the BSs belonging to Consider a typical UT moving according to a random
the k" tier [26]. Given the total timel’ — oo, the average direction mobility model with wrap around [29], [30]. The
time that the typical UT spends in the coverage of the macigpical UT moves at a constant spe@an [0, 1) according to
cell (tier 1) and small cell (tier2) can be expressed as the following mobility pattern: A new direction or orientation
T, = AT and i; sel_ected frqm(0,2_7r] after the UT moves in a particu_lar
T, — AT @) direction or.orle'ntat!op. fqr a duratioy hence, the selection
2 2 ’ of the n** direction initializes then!” movement of the UT.
respectively, whered,,,V k = {1,2} is defined in (3). The duration of each movemestis obtained as the time
Realistic UT Associationin the realistic setting, a typical duration for the UT to move (at a constant spé@detween
UT that is connected to the macro cell must periodically scayo farthest points in the HetNet's coverage. In order to
for suitable inter-frequency small cell (i.e. small cell withpptain X, for a given UT speed, small cell density and ISCD
higher BRP) before it can discover and offload its traffic (i.geriodicity V = % we utilize the currenBGPP standard
change association) to such small cell. Hence, ISCD scannjfger-frequency measurement d@f) ms as our benchmark.
and measurements are performed by UTs when associated wigh the ! movement with duration, we estimate the time
the macro cell, at a network or UT specified periodicity. As guration that the UT spends in the coverage of the small cell,
result of the scanning periodicity and UT mobility, there existsased on ISCD periodicity and the standard inter-frequency
a fraction of time X, that the typical UT would miss small cell measurement ofo ms, denoted by and<}, ..., respectively.
offloading opportunity. This implies that on the average, thqence, the average percentage of time the UT missed small
typical UT becomes connected to the macro cell®omore cell offloading opportunity,¥, for a fixed UT speedd, and
fraction of time that the small cell provides the maximum BRgma” cell density)Q, can be expressed as
Hence, the average realistic time that the typical UT spends "
in the macro cell coverage can be expressed from (4) as X=1-E [ v } , 8

T1 = 1T + ATX = T(A; + A X). (5) Shloms

Similarly, the average realistic time that the typical UT spen&gr:ﬁri]iE 'Slthfv eerJet(:E[arlltlon orpe;la:tor. f time the UT missed
in the small cell coverage can be expressed as g. 1, We plot the percentage o € the Ss€

small cell offloading opportunity}’, against the ISCD period-

Ty = AsT — AoTX = (1 — X) AoT. 6) icity, vV = + for UT speedp = 3, 10,20, 30 and 120 km /hr,




as P, the overall power consumption of the typical UT at a

10 120 km/hr | [— A2 = 10X, \ distancezr from its serving BS can be expressed as
——30 km/hr | |-~ -A2 =20 4

%0 ——20 km/hr ‘ ,PTJC = AP{I(:] + Pc7 (9)
—&—10 km/hr . o .

so_v_g km /hr where PV is the transmission power of the typical UZL

70 * X~ X guantifies the UT power amplifier efficiency and it depends

on the implementation and design of the transmitter [32].
Average UT Transmit Power in a TierConsidering that
the UT utilizes a distance-dependent fractional power control,
hence the transmission power at a distancé the BS in
the k" tier, PV, is of the form Plz**™, where P is a
parameter related to target mean received power (which is
user or network specific) in thét" tier, andr, € [0,1] is
the power control factor in thé&!”" tier. Therefore, as the
typical UT moves closer to its associated BS, the transmit
power required to achieve the target received signal power
at the BS decreases. Hence, having smaller cells, where the

% of time UT missed small cell offloading opportunity, X’

20 30 40 : \
ISCD periodicity, V' (s) UT can be closer to their serving BS as opposed to the
traditional macro deployment, is expected to yield a reduction

Fig. 1. Percentage of missed small cell offloading opportunity verstljg the transmission power. This is an important consideration

small cell discovery periodicity for various UT speetl, = 3, — 'n power limited devices such as the battery powered mobile

1, A\ = m, A2 = 10X\; and 20\1, P1 = 46 dBm, P, — devices. The average transmit power of a typical UT in a tier
26 dBm andoy = az = 4. is obtained by averagingY over the distance (i.e., over the

kth tier) and is thus expressed as
U__ 0.0k

macro cell density\; = —d—, small cell density\; = P = Emika ]

10A; and20X;, macro cell BS transmit powd?, = 46 dBm, :/ PPz £y (z)dz

small cell BS transmit powe = 26 dBm and pathloss 0 '

exponenta; = ap = 4. It is obvious that if the scanning /o po oo 22/, ~

frequency is increased, the UT would miss the small cell (:)ﬂ/I(Ha"‘T’“)eXp wa)\j(Pjﬂj) 2%/%34 dx (10)

offloading opportunity for a lesser time since the discovery 0 j=1

process takes place more frequently at the time instance wmre (a) follows from (2). Ifa; = &, V {j = 1,2}, the

the typical UT is in the coverage of the new small cell i verage transmit power of the typical UT over i@ tier is
its path. Also increasing the small cells density results in Iegﬁnplified according to [33, pp. 337] as

likelihood for the typical UT to miss the small cell offloading

opportunity. In addition, as the UT speed increases, the UT U TAPIT (14 22+)
i Pk = aT (11)
moves more quickly through the coverage of the small cell, K (1+23+)
hence an increase in the likelihood that the UT would miss N wZA- (13‘3)2/04
the small cell offloading opportunity. Consequently, as the UT k f T
J:

speed increases, the percentage of time that the typical UT
missed the small cell offloading opportunity increases for anyherel’ denotes Gamma function. For the case without power

given ISCD periodicity, as illustrated in Fig. 1 control, i.e.7;, = 0, the average transmit power simplifies to
P in (10) and (11), respectively. Consequently, the average
IV. METRICS FORENERGY EFFICIENCY EVALUATION overall power consumption of the UT in thé" tier can be

Let R (bit/s) be the achievable rate anfr be the oObtainedas
total power consumed for transmitting data at this rate, then,
the AEE can be expressed in terms of the bit-per-Joule as
C; = R/Pr. Hence both the power consumption model ang. Average Ergodic Rate of a Typical UT in a Tier
the achievable rate are essential in obtaining the AEE of aThe associated signal-to-interference-plus-noise  ratio

communication system. (SINR) at the BS in thek!" tier, which is at a random
distancexr from the typical UT can be expressed as

. . . h o PO ag(t—1)
The AEE of a communication system is closely related to SINRy(z) = Ok’o kY ,
i : > P d PRI Y a6 |V | =% + o2
its total power consumption. The power consumed by the UT LR R IR, ;
is made up of the transmit power and the additional circuitherehy o is the exponentially distributed channel gain with
power incurred during transmission, which is independent ofeany~! from the typical UT,|Y;,| is the distance from
the transmission rate [31], [32]. If we denote the circuit powezach interfering UT to their serving BS in tiké" tier, |V} |

Pr, = APY + P.. (12)

A. UT Power Consumption Model
13)




is the distance from the interfering UT to the BS serving the The ergodic rate expression can be simplified for the noise
typical UT in thek!® tier, andh,, , represents the exponentiallylimited network (noise dominates the interference), which is
distributed channel power frorii" interfering UT. Note that stated as the following corollary of Theorem IV.1.

there is no inter-tier interference since both tiers operateCorollary IV.2: The average ergodic rate in the uplink chan-

on separate carrier frequencies. In addition, an orthogomall of a typical UT associated with thé" tier for the noise

multiple access is also considered in each cell. limited (02 > I);) case is given by

In order to derive the average ergodic rate of a randomly )
located UT in thek! tier, we consider that the UT is ., 27\ [~ ... 52\ a3,
associated with the BS with the maximum BRP. We then™ A, /O_e Bi (-&)z exp _Wzl)\j (Pjﬁj> U
follow the same approach used in deriving the average UT = ds)

transmit power in a tier. Firstly, the ergodic uplink rate of § here Ei denotes exponential integral functior =
typical UT at a distance from its serving BS in thé&?!" tier is por(1=m) po—1 2

obtained. Thereafter, the ergodic uplink rate is then averaged k '
over the distance (i.e. over thek?” tier). The average ergodic

. . . i V. ENERGY EFFICIENCY OF CARRIER-SEPARATED
rate of thek” tier in the uplink channel is thus defined as

HETNET WITH INTER-FREQUENCY SMALL CELL
R £ E, [ESINRK. [hl (1 + SINRy (a;))]] . (14) DISCOVERY

Contrarily to [34] where the average ergodic rate Wa/_s\' |deal Average Energy Efficiency

obtained based on a fixed minimum distance for the interfering'n the previous section we derived generic expressions
UT, we define the average ergodic rate which is without suépf the average ergodic raték,, and the average power

limitation in the following theorem. consumptionPr, , of the UT in each tier. The ideal AEE in the
Theorem IV.1:The average ergodic uplink rate of a typicabPlink of HetNet is the ratio of the average bit transmitted by
UT associated with th&® tier is the typical UT to the average energy consumed by the typical

) UT, while considering the ideal UT association. The average
2\, [0 t-1 S N\2 i i i i ier i i
27 k/ /xexp e B WZ Aj(Pjﬂj> £2/3; bit transmitted by the typical UT in each tier is obtained from

Ry = Ay the average ergodic rate and the average time that the typical

UT spends in the coverage of each tier, as defined for the ideal
Clk<uP,?71xak(1‘T’f) (e" = 1)) dtdz, (15) association in (4). Given that a typical UT spends an average
time T}, in the coverage of BSs of thg" tier, hence the ideal
'where SNR = PPz*("~15=2 and the Laplace transform AEE in the uplink of two-tier HetNet can be expressed as
of the interference to thg!” tier is given by 9
_ k=1 TR

L1, (sg) = exp —27r)\;c/ 1—/ OM — Ak > k=1 Tk P,
- 0 M+ sPyerTeemor Ay = ) .
where T, Pr, and R, are defined in (4), (12) and (15),

2 2 2 . . . .
5 5\a; o respectively. Hence, the ideal AEE in the uplink of HetNet
yexp (‘”Zl)‘j (Pj@) vy )dy> Cdc)' given in (19) can be simplified as
i=

Cy (bit/J), (29)

2

Proof: See Section A of thé\ppendix. ] C; = D=1 Aklzk
Note that the average ergodic r&®g, is the average data rate Zizl AP,
of a typical UT in thek?" tier with only one active UT in 2
each cell. Hence, it also denotes the average cell throughput ZAkRk
of the k" tier when an orthogonal multiple access scheme _ k=1 ' (20)
with round robin scheduling is implemented. Furthermore, the 2
average ergodic rate of a typical randomly located UT in the A Z (Akplg) + Pe
uplink of a two-tier HetNet can be expressed as k=1

2 .. ..
R ZAkRk (16) B. Realistic Average Energy Efficiency

As mentioned earlier in Section lll, the typical UT con-
sumes additional poweP,, for each ISCD that it performs
when connected to the macro cell. Hence, this additional

2 0o poo et 1 2 N2/ power must be incorporated into the power consumption model
R=Z27T>\k/ / weXP{— SNR WZ)\j(Pjﬂj) (17) in order to obtain the realistic AEE of the typical UT in the
k=1 070 =1 network. It is important to note that apart from the I1SCD

2/a, 0—1 e (1—m)( .t performed by the UT when connected to the macro cell, which
A Lfk(qu z (e" - 1)) dtdz. is for exploiting the traffic offloading opportunities available

in the small cell, the UT also performs a radio resource

1The effect of the realistic association is captured by combining (15) wifffanagement (RRM) inter-frequen_cy search when its received
some empirical formulas (e.g., [35], [36]). signal strength falls below a certain threshold [15]. The RRM

k=1
which simplifies as



inter-frequency search is performed irrespective of the UTs VI. OPTIMAL ISCD PERIODICITY
association with either the macro or the small cell with the

objective to trigger a handover. This condition arises when the!n thiS section, we investigate the optimal ISCD periodicity
UT is in the cell edge region, where it typically has a lowe?! @ typical UT in the uplink of HetNet based on its AEC and

signal quality. In this work we focus on the additional powe‘ﬁ‘EE' As discussed earlier, there exists scanning frequencies,

consumed by the UT when searching for the small cell witf~ @nd V™", that achieves optimal performance in terms

the aim of benefiting from its traffic offloading opportunity®f @verage UT energy consumption and energy efficiency,

hence we do not consider the RRM inter-frequency seartgsPectively. If the scanning frequency is less than the
power consumption. small cells will not b_e d|(sjcoveredh on_tlmeOI hen_ce excessive
According to the realistic UT association expressions T energy consumption due to the time duration in macro

(5) and (6), the typical UT is connected to the macro Cecﬂell coverage. On the other hand, excessive energy will be
and small ,ceII for a duratio’, — T(A; + A;X), and consumed in the search process if the scanning frequency

Ty = (1— X) AT, respectively, wheret is obtained em- exceed/*. Similarly, scanning frequency that is less or greater

pirically. Also, given a fixed ISCD measurement duratifyp, than V** will not be energy efficie_nt, sinc_:e higher scanning
with ISCD periodicityV/, the average number of ISCDs that requency means the small cells will be discovered early thus,

typical UT experiences in the coverage of the macro cell ¢ h capacity at the expense of excessive UT AEC due to
be expressed as scanning. Whereas, a lower scanning frequency means lower

capacity, but with savings in UT AEC as a result of scanning.

Ty Hence, for scanning frequency higher th&ft*, the AEE
Niscp = T, +V depreciates due to the excessive power consumption, while
T (A1 + X As) the AEE depreciates as a result of the lower rate when the

= T oV (21) scanning frequency lower thaii**.

Hence, the average additional energy consumed by the typical
UT as a result of the ISCD measurements in the macro c&ll Approximation of the Percentage of Time a Typical UT

coverage can be expressed as Missed Small Cell Offloading Opportunity
Eifm = NiscpTmPn (22) In order to ob_tain the olptimal ISCD p?riodicities ?n terms of
T (Ar + X Ay) AEC and AEE, i.e}y* = T andV** = T respectively, we
= TP, (23) must express the percentage of time that a typical UT missed
I +V small cell offloading opportunity, i.eY, as a function of ISCD

based on the energy consumed for one ISCD measurem@gfjodicity V. It can be seen in Fig. 1 that is a function of
which is given in (7). The AEC of a typical UT in a—tier the ISCD periodicity, the small cell density and the UT speed.
HetNet, E,,, is thus the sum of the average energy consumé&dirthermore, it can be observed th¥tcan be approximated
in the first tier (macro coverage), the average energy consun@da linear function of ISCD periodicity for a fixed UT speed
in searching the small cells, and the average energy consurfled 3 km/hr and small cell densities, = 10A; and 20);.

in the second tier (small cell coverage). Therefore, the AEidowever, this is not the case for higher UT speed, hence,
of a typical UT can be expressed as we generalize the approximation &f as a function of ISCD

periodicity V' via a polynomial curve fitting method, for a

2 fixed small cell density and UT speed, as follows
Ep =Y _ TWPr, + Eifm. (24)
k=1 ~ N ;
Consequently, the AEE of a typical UT in the uplink of a car- V)~ x(V) ~ ;_:Oafv ’ 27)

rier frequency separated two-tier HetNet, which incorporates
the energy consumed for ISCD process, can be expresseddfere N is the order of the polynomial; is the £ poly-

9 nomial coefficient. The parameté¥ can be chosen such that
Z TW R the following the mean square error equation is minimized, i.e
k=1 o < 1,

CJC = ) (25)

N
SIxXW)=> aVIP
v =0

V]

Ai (Tkp,?) + TP, + Eifm
k=1

< €p, (28)
which can be further expressed as
where|V| denotes the cardinality of the test vec¥r Table |
Cro = (26) gives the polynomial order and coefficient for the deployment
Ri (A1 + X Ar) + Rods (1 - X) settings withA, = 10A; and 201, andé = 3, 10, 20, 30, 120
PV (A + XA3)+ PV A (1 —X)+ P. + W km/hr. Fig. 1 shows a tight match between the exact percentage
of time the UT missed small cell offloading opportunity,
after substituting fofl}, and N;scp. and its approximationt’.




TABLE |
POLYNOMIAL ORDERAND COEFFICIENTSFOR VARIOUS DEPLOYMENT SETTINGS

Speed 3 km/hr 10 km /hr 20 km/hr 30 km/hr 120 km /hr
o 10N 200 10N 2071 10N ] 200 10N | 207 10N 200
N 1 1 2 2 2 2 3 3 4 4
ag [—1.27 x 10- %] —1.5 x 105 [ —2.38 x 10— %] —3.55 x 10-%|-1.5 x 10-3| —7.75 x 10~ %[—2.440 x 103 —9.97 x 10— 4| —4.1 x 103 [—2.718 x 10_3
a; | 2.148 x 10-3] 1.737 x 10— 3] 6.987 x 10— 3] 5.378 x 105 [1.839 x 102 [1.156 x 102 | 2.1161 x 10 _2[1.5566 x 10 2| 8.54 x 102 | 6.633 x 102
a — — —1.28 X 10 9| —1.14 X 10 P [—7.2 X 10 9 —5.71 x 10 5| —1.875 x 10_%[—1.193 x 104 —3.3 x 105 | —2.255 x 10—
ag — — — — — — 4.8745 x 107 | 3.4865 x 10— |5.9290 x 10| 3.7217 x 10
ay _ _ _ _ — — — — —3.836 x 10~ 7|—2.3226 x 10— ¢
. . TABLE Il
B. Optimal ISCD Based on Average Energy Consumption SYSTEM PARAMETERS.
The average EC expression in (24) can be expressed as a Parameter Symbol Value(units)
function of the ISCD periodicity as follows Bandwidth pertier W 20 MHz
Macro cell BSdensity A1 m
- U U Small cell BSdensity A2 5X1, 10A1, 20\
En(V)= TPy (A1 +X(V)A2) + TPy Ay (1 - X (V)) UT density ) 100X
TTin P (Aa & ¥ (V) Aa) (29)  ‘Smal coll S ranemit poer Py 26 dbm
T +V Small cell Bias &ctor B2 0,2,4,6,8,10 dB
UT pathloss compensatioadtor | 71 = 79 = 7 0,0.2,0.4,0.6,0.8,1.0
; P ; — T ; UT power controlparameter |[P? = P? = PO —50 dBm
By taking X(V) -~ A(V) in ('27)’ Emg‘/) ~ Em(y)z‘)/;lhICh Referencepathloss L —38.5 dB
is clearly differentiable over its domain, such tlf?ﬂj“v can Pathloss ponent o 3,3.5,4
. . . Thermal noisedensity No —174 dBm/Hz
be expressed after simplification as
OB, (V) 2 X (V)
. C V=V .
v :AQ(AP<Tm+V) +Tum(Tm+S)) ET% V** can be obtained by settmg—’% 0, which
- simplifies as
TP (A1 + A R(V)), 30)
S X _ _ We(V=V") 0 (33)
whereA, = P/’ — Py . Let V* be the solution to the equation ov
Mgﬁiv(v) = 0. Then M%V(.V) < 0 and ‘TEBLV(V) > 0 for any = B (V) As(Ry — RQ)BX(V)
V € [0,V*] andV € [V*,+o0], respectively, which in turn " ov
implies that F,, ~ E,, decreases oveV/ < [0,V*] and 2 - OE, (V)
then increases ove¥ € [V*,4o0]. Consequently,E,, (V) — | AR+ (R1—Ra) A X(V) v
k=1

has a unique minimum, which occurs dt= V*. By setting

w = 0 and using the approximation o€ (V'), for Note that the optimal ISCD periodicity based on AEC, i.e.

a given speed and small cell density given in Table | in (30Y,*, and AEE, i.e.V**, are equwalen*t*when the ergodic rate
we can obtairi/*. For the case wher& (V) is linear, i.e. the in both tiers are equal, sind&“c V=" _ 2Ex(V) jn (33),
polynomial orderN = 1 in (27), the optimal ISCD searchwhenR; = R.
based on the AEC can be simplified as

P A T " VII. NUMERICAL RESULTS AND DISCUSSIONS
V*=-T,, \/ [ ZEZO Aa1 ) ﬂ. (32) In this section, we present numerical results on the ergodic
20153 rate, AEC, AEE and the optimal ISCD periodicity of a typical

However, for the case where the polynomial ordérs> 1, we UT in the uplink of a2—tier HetNet with both tiers operating

simply use a linear search method such as Nevvton-Rath(Shseparate carrier frequencies. The system parameters are
method. given in Table II.

. A, Achievable rate
C. Optimal ISCD Based on UT's Average Energy Eficiency We obtain numerical results for the average ergodic rate (in

The optimal ISCD periodicity in the previous subsectiomheorem IV.1) with respect to the main system parameters;
was based on the UT’s AEC. In this subsection, we derive tpathloss exponent, power control factor, BS density and bias
optimal ISCD based on the AEE expression of (26), which cdactor. In Fig. 2, we compare average ergodic rate obtained
be expressed as a function of the ISCD periodicity as followsa simulation with the analytical results. We plot the average

ergodic rate as a function of the small cell bias factey,
Csc(V) = (32) for small cell density values of\, = 5, pathloss values
Ri(A1+ X (V) Az) + RaAz (1 — X (V) a1 = as = 3.5 and power control factorsy; = m = 0.8
PlU(A1+X(V)A2)+T’”P’”(}ti‘)ﬁ(‘/)"‘z) +P2UAQ(1_X(V))' and T =T = 0. The .results in Fig. 2 clearly show that the.
analytical results provide lower bounds to the average ergodic
Similar to the AEC case, the AEE is differentiable over itsate. Furthermore, increasing the small cell bias factr,
domain and the ISCD periodicity that maximizes the AEHeads to a reduction in the average ergodic rate of a typical
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Fig. 2. Average ergodic rate for varying bias factor of small cells 2adier HetNet 51 = 1, A1 = m, A2 =5\, P =46dBm, P, =

26 dBm

UT in the small cell whereas the average ergodic rate of the

typical UT in the macro cell increases. This is due to the fact T [ e

. . — Macro cell] Y- "==--._
that as the small cell bias factor increases, the coverage area « - Smallodll [
. . . . . > a; = 3.5, = 3.5 ~¢

the small cells increases leading to increase in the interferenci —— o Ll Overall | 0 a =353

O a; =3, 3.5

suffered by the typical UT and consequently a reduction in the
achievable ergodic rate. As the small cell bias factor increases
more macro UTs with low SINR become associated with the
small cell, which degrades the average ergodic rate of the
typical UT in the small cell, but improve the rate in the macro

cell.

o Vveve

i
OO

Average rate (nats/s/Hz)

In Fig. 3, using the analytical results, we plot the average
ergodic rate of a typical UT as a function of the power control
factor, 1 = 7 = 7, for pathloss exponentgy; = 3.5, s =

3.5}, {a1 =3.5,2 =3} and{ay = 3, a2 = 3.5}, small cell 0 02 0.4 06 08 1

Power control factor, T

BS density\, = 10A; and no bias, i.ep; = 8 = 1. The
results show that the lowest ergodic rate in a tier is achieved ) ) ) ]
by the tier with the lowest pathloss exponent, whereas tﬁ@' 3. Average ergodic rate in 2—tier HetNet as a function of

. . . ractional power control parametet for bias factor3, = (B2 =
contrary holds for the tier with the highest pathloss exponent.) ' 1 Ao = 10\, Py = 46 dBm and P = 26 dBm.
This is because the signal from the interfering cells will be
stronger with lower pathloss exponent and weaker with higher
pathloss exponent i.e., interference decays more slowly as _
pathloss exponent increases. It can be further observed fRatUT Power Consumption
the ergodic rate of a typical UT over each tier and over the In Fig. 4, we plot the average UT transmit powers in each
entire network reduces with increasing power control facttier against the small cell bias factgk, for UT power control,
7. Since the obtained rate is for typical UT in the network; = 1 and = = 0.8. It can be observed that significant
the effect of the power control factor on all UTs (i.e., lowreduction in transmit power is achieved when the UT connects
medium and high SINR UTs) is combined into a single valuéo the small cell compared to when it connects to the macro
Therefore, the decrease in the average rate awreases is cell, in the case with full power control, i.er, = 1. This is
due to the loss in rate of some UTs whose transmit powerads a result of the reduced distance to the BS when typical UT
reduced, but the effect of this reduction is not overcome a® in the coverage of the small cell, hence a lower transmit
average by the reduction in interference and increased rategmyver is required to achieve a desired received signal. As
other UTs. Note that this observation was also made for thee power control factor reduces, the transmit power becomes
single tier network in [37]. more independent of the distance between the nodes, hence
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A2 =5\

Average UT transmit power, P* (W)
Ideal energy efficiency, C; (nats/J/Hz)

S 10 1 0 2 a 6 8 10
Bias factor of small cells, 35 (dB) Bias factor of small cell, 8 (dB)

Fig. 4. Average user transmit power for varying bias factor ofiy 5 |deal AEE for varying bias factor in 2—tier HetNet, 3,
small cells in &2—tier HetNet,B1 = 1, M = oy A = g, — 1 6 = —d— "3, = 5),,10, P, = 46 dBm, P,

74002m?2 "’

100A1, P1 =46 d.Bl”Il7 Pz = 26 dBm, and a1 = g = 3.5. 26 dBm 7 = 0.8 andal =y = 3.5.

a reduction in the ratio of the average UT transmit power in SR i
the macro cell to that in the small cell. The result also shows =
that as expected, the average transmit power in the small cel£ 1°*}

=
increases as the small cell bias factor increase, whereas th; )
contrary holds in the macro cell. 2107

C. Average Energy Efficiency

The results presented in Sections VII-A and VII-B clearly
shows the rate gain and transmit power reduction that is
achieved when the UT connects to the small cell of an inter-
frequency HetNet. This section presents numerical results or
the AEE while considering both the ideal and realistic UT
association. Furthermore, the average ergodic rate used il
evaluating the AEE is based on the analytical results.

1) Ideal Average Energy Efficiencyn Fig. 5, we plot the — L
ideal AEE, which is based on the ideal UT association against 10 Small cell dis(.,m%.S periodicity, V (s) 1
the small cell bias factor. It can be seen that increasing the
density of small cells lead to an increase in the UT’s AEE ifig. 6. Realistic AEE for varying small cell discovery periodicity
the macro cell, small cell and overall network. Furthermor‘%”cégllS‘;fedﬁlzgd%m: Tl Alog ‘W’ /tf ~ 11(1))\1#];15;
the UT's AEE performance in the small cell depreciate ,as t arker i’ndicg:ates the ISC7D periodicity tha; achie\zles the optimal AEE.
bias factor increases, since the average rate of the typical UT
in the small cell decreases while its transmit power increases
as the small cell bias factor increases, as shown in Figs. 2
and 4. On the other hand, the performance of the macro cafid typical UT speed of km /hr. As it is expected, increasing
improves since the contrary occurs. It can also be observbé density of the small cells leads to an increase in AEE, since
that contrary to the overall average ergodic rate in Fig. 2, thigis results in a reduction in the average transmit power of the
overall AEE in a fully loaded network improves with increas¢ypical UT coupled with an improvement in the small cell
in bias factor. traffic offloading. Furthermore, it can be seen that the optimal

2) Realistic Energy Efficiencyin Fig. 6, we plot the ISCD periodicity is dependent on the density of small cells and
realistic AEE against the small cell discovery periodicity. lIispeed of the typical UTs. For a fixed small cell densiy,
the upper graph, typical UT spe@&dkm /hr, 20 km/hr, and a lower small cell discovery periodicity is required to achieve
120 km/hr are considered for small cell density = 10A;. the maximum AEE as the typical UT speed increases. Whereas
The results clearly show that there exists an ISCD periodicityr a fixed speed of the typical UT, as the small cell density
that maximizes the AEE. The lower graph shows the AEiRcreases, the optimal ISCD periodicity required to achieve the
performance for small cell densitied; = 101, Ao = 20A; maximum AEE also increases.

—&—3 km/hr
—0—20 km/hr
—e—120 km/hr

Energy efficiency

A2 = 20\
-\, = 10\

10 ¥

Cy (nats/J/Hz)
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g 156~V 10 km/br, X, = 10X, i § 138 , ; i
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) 1+ : o o0 b 2 1.38 2
— - 6- :

0-0=0-9=0 < ES
Z 05 Co4 0000 1 g k
Pl T
£ ‘ ‘ ‘ | S ‘ ‘ | |
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ISCD power consumption, B, (W) ISCD power consumption; P, (W)

Fig. 7. Optimal ISCD periodicity for various ISCD power con-Fig. 8. Average power consumption and AEE based on optimal
sumption, small cell densities\a = 10A1,20\;, and UT speed ISCD periodicity, for small cell density\ = 10\, and UT speed
of 3,10,120 km/hr, UT transmit powersPY = 1.6114 W and of 3,10,120 km/hr, UT transmit powersP! = 1.6114 W and
PY =1.14W. PY =114W.

Thus this analysis and subsequent determination of optim@la increase in the 1SCD periodicity required to achieve the
ISCD periodicity can pave the way towards the design of sgjfyimal performance in terms of both AEC and AEE. Though

organizing network (SON) [38] functions that can adapt thgT power consumption is lower when UT is connected to the
cell discovery periodicity with respect to particular environgy | cell, however, additional power is spent in searching

ment (UT speed and small cell density) to achieve optimgle small cell. Hence increasing the ISCD power implies
AEE performance. lts worth noting that in future HetNets,, jncrease in the search periodicities required to achieve
small cell densities might change impromptu as cell may Rgyimal AEC and AEE performances. Fig. 7 further shows
switched off and on in order to improve the networks energya; for a fixed UT transmit power in the small cell, the ISCD
efficiency. Hence, the need for such adaptive algorithms F'lﬁiriodicity required to achieve optimal AEC performance

exploits the existence of optimal ISCD for given cell densityyceeds the ISCD periodicity required to achieve optimal AEE
becomes even stronger.

performance.
_ o In Fig. 8, we plot the average UT power consumption (lower
D. Optimal ISCD Periodicity graph) and AEE (upper graph) based on the optimal ISCD

The results presented in this section are based on a fediriodicity against the ISCD power consumptiof,,, for
power control implementation in both tiers, i7g.= 7, = 1. In  small cell densityd, = 10A; and UT speed = 3,10 and
Fig. 7, we plot the optimal ISCD periodicity for ISCD powerl20 km/hr. As expected, increasing the ISCD power leads to
consumption?,,, ranging from0.01 W to 2.5 W, average UT an increase in the average power consumption and a reduction
transmit power in the macro celP’ = 1.6114 W, which in the AEE. In addition, with the same network parameters, a
corresponds taP?? = —69dBm, UT speedd = 3, 10 and high speed UT is less energy efficient since higher scanning
120 km/hr, and small cell densit\, = 10A; and20\;. The frequency (i.e., lower ISCD periodicity) is required to attain
average UT transmit power in the small cells with densitgptimal performance.
Ay = 10)\; and Ay, = 20)\; at P) = —50.5 dBm are In Fig. 9, we plot the percentage reduction in AEC (lower
1.14 W and 0.5 W, respectively. The upper graph showgraph) and the percentage increase in AEE (upper graph),
the impact of varying of UT speed on the optimal ISCDespectively, that are achieved from using the optimal ISCD
periodicity, while the lower graph shows the impact of varyingeriodicity over using sub-optimal ISCD periodicity =
the small cell density. The upper graph clearly shows théi4, 0.1 10 and 60 s. We plot both graphs for average UT
as the UT speed increases, the ISCD periodicities requirednsmit powerP{ in the small cell ranging frond.01 W to
to achieve optimal AEC and AEE performances reduces. @Qni4 W, which corresponds t@ ranging from—69.5 dBm
the other hand, the lower graph shows that increasing ttte—49.5 dBm, and average UT transmit power in the macro
small cell density reduces the ISCD periodicities required tell PV = 1.6114 W, which corresponds t& = —69dBm.
achieve optimal AEC and AEE performances. Furthermorgig. 9 shows that significant amount of energy can be saved
Fig. 7 clearly shows that increasing the ISCD power resultly adopting the optimal ISCD periodicity especially when
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-541 P} (dBm) 511 -49.3 energy efficiency derivation. The energy efficiency expressions

53
33

30
gzsL«L- A are based on the ideal and realistic user terminal associations.
= A V=10s In the former, user terminals associate with the base station
208 ~A"“A-__\A__ A~V =605 with the maximum biased received signal without considering
15 TTA--A 4 the overheads required for such association. On the other hand,
g the latter further incorporates the percentage of time that a
2 typical user terminal missed small cell offloading opportunity
. RS S as a result of the periodicity of the measurement conducted for

€
<I1
;
¢
¢

=== FEEgE=9 small cell discovery. In addition to this, the additional power
" consumed by the user terminal due to the inter-frequency small
cell discovery (ISCD) measurement was also included for the

later.

The main findings of this paper can be summarized as

7 follows: Firstly, there exists ISCD periodicity that maximizes
8l & -V =0045s || the energy efficiency and minimizes the energy consumption
) -V =01s when the realistic user terminal association is considered.
105" v Secondly, significant savings in the energy consumption of
0 05 n 15 the user terminal can be achieved by using the optimal ISCD

Small cell transmit power, P (W) periodicity. Lastly, the optimal ISCD periodicity for the user
terminal based on energy efficiency always differs from that

Fig. 9. Percentage reduction in AEC and percentage increase_in. . . .
hich is based energy consumption, as long as the average

AEE achieved by using optimal ISCD periodicity over sub-optimé’)’ . ; ’ ) :
ISCD periodicity, for small cell densities,, = 10\1, UT speed, €rgodic rate in both tiers differs. Hence, the user terminals

6 = 10 km/hr, ISCD power,P,, = 1 W and UT transmit power, 1ISCD periodicity should be chosen based on the target ob-
P =1.6114 W(P{ = —69 dBm). jectives such as energy consumption minimization or energy
efficiency maximization. The findings of this paper can be
implemented in real network through self-organizing network

there is a large deviation between the optimal and subyinctions being already adapted by 3GPP for emerging cellular

optimal values. For example, the optimal ISCD periodicity fdtetworks, where the periodicity of the ISCD process can
deployment setting witthy = 10\, P, = 1 W, PY = 1.14 be selected based on the environmental setting to obtain the

and UT speed ofl0 km/hr used in Fig. 9 is such thatOPtimal energy efficiency performance.
V* AV* € [0.5 1.5] s (as shown in Fig. 7). However, Note that randomly distributed network architecture has
using ISCD periodicityV’ = 0.04 and 60 s results in larger been presented in this paper. However, future network ar-

difference compared witl’ = 0.1 and 10 s, which are more chitectures will be clustered and not randomly distributed.
closer to the optimal values. Since accurate modeling of network architecture is crucial,

Since, optimal ISCD periodicity can calculated as functioR€nce a better modeling such as Bratprocess with repulsion

of statistical UT speeds and small cell density only, optim&eserves much attention in future study.
ISCD periodicity can be maintained in a spatio temporally
varying environment of a HetNet by designing appropriate

. : . . . ) APPENDIX
SON functions, without incurring major overheads in terms
of hardware redesign or signaling overheads. As the enetgy Proof of Theorem IV.1
limited nature of UT is one of the major challenges in future ] ) ] o
broadband networks such as 5G, the significant gain in theF™om (14), the average uplink ergodic rate in #ié tier is
AEE of the UT through the implementation of optimal ISCD
periodicity can increase the battery life of UT significantly, Ry

% reduction in energy consumption

/000 EsiNg,, [In (1 + SINRy (2))] fx, (z)dz

particularly in ultra-dense HetNets that are being deemed as 9N, [0
necessity in 5G landscape. = Z k / Esing, [In (1 + SINRg (z))]
k Jo
K
VIII. CONCLUSION ~ a2/~
. _ . o T exp —WZ/\]- (Pjﬁj) T2 g, (34)
In this paper, we have investigated the energy efficiency of =

the user terminal in the uplink of a carrier frequency separated
two-tier heterogeneous network with flexible cell associatiOWhereka (x) is defined in (2). Given tha@[X] = fo‘x’ P[X >

also known as biasing. Using Poison point process (PPP) @Jdx for X > 0 hence, we obtain
system model captured the network topology and the design -

parameters associated with each tier including base statign In (1+SINR :/IF’ In (1+SINR < fde
transmit power, density, bias factor, and power control factor.SINRk[n( + e (@))] 0 o (1+ ¢(@)) >4

We first derived generic expressions for the average transmit I e .
power and average ergodic rate, which were later used in _/OP[SINR’“(:”)>6 _1]dt(35)



hi
Po_la:ak(l_Tk)Q,

The SINR in (13) can be rewritten agz) =

whereQ = I, + g—i Hence,
]ESINRan (1 + SINRk (IL‘))}
= / Py > Py la07mQ (e — 1) | dt (36)
0

However,

12

Finally, the average ergodic rate expression in (15) is ob-
tained by substituting (37) into (36) and thereafter substituting
the later into (34).
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P[hy> Py ta®t =) Q (¢! — 1) ]
/0 exp {fu:z""“(lfT’“)P,g_l (e" —1) Q} fo(q)dg

Eq [exp (—pa 0= PP (! = 1) q)]

exp (—estl\;é) Er, [exp (—Mma’“(l_T’“)P,?fl (e"— l)Ik)] ,

et—1

mak(kal

whereSNR = 13’3072) andLy, (si) = Ep, [e7*7¢] is the
laplace transform of, which simplifies as

Lr,(s1)

=Ky, |exp | — Y sPY TV, P,
2EZ)

(1]
(2]

37) Bl

(4]
(5]

6]

= Ey, v, h. H exp (sPOYSKTRV Ok p)
2€Z

(7]

D Ey v, | T] En. [exp (sPRY2 V)] [8]

z2EZ
(®) H M
Vz o Yz |:’LL+SP£YzakaVZ_ak:|

(20]

(© < 7
ool 2ri] (B Je) @0

where(a) is due to the independence bf, (b) follows from

the fact that the interference fading powkr ~ exp(u)

and (c) is given in [23]. The limits of the integration arel12]
from x to co. Sincex is the distance between the typical
UT and its serving BS, the closest interferer is at leastg)
distancex from the serving BS of the typical UT. Similar

to [37], considering that each BS is randomly located in tH&*!
Voronoi cell of its corresponding active UT while assuming
orthogonal multiple access within each cell. Hence, the PDF of
the distance between an interfering UT to its serving BS, i.ét2!
Y, can be approximated by the PDfx, (z) of the distance
X, between a typical UT and its serving BS in th& tier
given in (2). Hence by applying the density ¥f, the Laplace
transform of the interference in tHé" tier given in (38) can
be further expressed as follows

(16]

(17]

(18]

2
Lr1,(s)=exp —27T)\k/ K X

[ee] o0
1- —
v /0 p+ sPlycrTec o A [19]

2 2

K = ==
Y exp —WZ)\]' (Pjﬁj) Ty |dy |ede (39) [20]
j=1
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